
Noname manuscript No.
(will be inserted by the editor)

Liar liar, pants on fire; or how to use subjective logic and
argumentation to evaluate information from untrustworthy
sources

Andrew Koster · Ana L. C. Bazzan ·
Marcelo de Souza

the date of receipt and acceptance should be inserted later

Abstract This paper presents a non-prioritized belief change operator, designed
specifically for incorporating new information from many heterogeneous sources
in an uncertain environment. We take into account that sources may be untrust-
worthy and provide a principled method for dealing with the reception of contra-
dictory information. We specify a novel Data-Oriented Belief Revision Operator,
that uses a trust model, subjective logic, and a preference-based argumentation
framework to evaluate novel information and change the agent’s belief set accord-
ingly. We apply this belief change operator in a collaborative traffic scenario, where
we show that (1) some form of trust-based non-prioritized belief change operator
is necessary, and (2) in a direct comparison between our operator and a previous
proposition, our operator performs at least as well in all scenarios, and significantly
better in some.

1 Introduction

One of the principal challenges in distributed information systems is to make sense
of conflicting information. Whether this is a crowdsourcing system where many
contributors send conflicting information, or an application where different sensors
send different information; all such systems have to decide what information is
truthful, based on a limited model for the provenance of this information. We can
see this in the perspective of an intelligent agent having to revise its beliefs upon
receiving new information.

Most work on belief revision falls within the framework of the AGM postu-
lates (Alchourrón et al. 1985), which defines desiderata for a prioritized belief change
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operator (in other words, new information is always accepted). However, in prac-
tice, new information may be rejected for any number of reasons, one of which is
that it conflicts with more credible information in the belief set. Operators that
take this into account are called non-prioritized belief change operators (Hansson
1999a). Such belief change operators attempt to explicitly deal with uncertainty
and untrustworthy information.

In this work we focus on the problem of belief revision in an open multi-
agent system, where agents must rely on communication to support their decision-
making. We propose a novel belief change operator that is designed specifically
to deal with conflicting information from a variety of more or less trustworthy
sources. We describe its theoretical foundations, and empirically show some of its
advantages in a collaborative traffic scenario, such as Waze.

These scenarios rely on many different drivers to report salient situations —
e.g. speed traps, dangerous situations and intense traffic. They combine these
reports with both data that is automatically collected by the same application,
and information provided by road authorities, to maintain a map with up-to-date
information about travel time and important incidents. In such a collaborative
traffic application, reported incidents are often wrong, due to the dynamicity of
the environment, simple error, or a malicious act (Ben Sinai et al. 2014), thus
demonstrating the need for new models of belief revision that take the trustwor-
thiness of information into account. In fact, the work of Ben Sinai et al. makes the
use of trust in belief revision all the more urgent: they demonstrate a fairly sim-
ple and practical sybil attack on a collaborative traffic application; computational
trust has shown to be useful in combating this type of attacks (Adler et al. 2008).
Examples of computational trust models designed specifically for use in vehicular
communication can be found in (Huang et al. 2010; Raya et al. 2008; Zhang 2011).
Farah et al. (2013) propose a method for updating information about the world
state using belief functions, and discounting information over time. In spirit, this is
a similar approach to the one we propose, however it is very specifically engineered
for dealing with temporal and locational events, whereas our approach is a more
general approach to dealing with untrustworthy information in a broader sense.

2 Background and related work

Non-prioritized belief change operators can be seen as operators that allow an
agent a choice in what beliefs to maintain (although they generally still require
other axioms, such as maintaining consistency). As such, over the years a number
of different methods have been proposed for choosing what beliefs should be held
after a revision operation (Falappa et al. 2011; Hansson 1999b). A recent focus for
this is to use argumentation for choosing these beliefs (Krümpelmann et al. 2012;
Pereira et al. 2011; Tang et al. 2012). Nevertheless, such methods assume that a
certain ordering, generally based on a confidence in the predicate’s truthfulness,
is established. In both Tang et al. and Pereira et al.’s work this is explicitly based
on trust, just as we propose to do in this work. Tang et al. work on a problem that
is orthogonal to ours: their work establishes an abstract framework in which the
trustworthiness of agents and of information is simultaneously evaluated. In order
to do this, they make some assumptions about the nature of trust (in particular
that it is transitive) that we do not require. Furthermore, they assume that every
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proposition has a single source, and do not provide a mechanism for dealing with
the situation where multiple agents communicate the same proposition (or its
negation), and the credibility of a single piece of information must be incorporated
into this framework. Pereira et al.’s model is more similar in its aims to our own,
and proposes to use possibilistic logic to evaluate the credibility of propositions.
Nevertheless, this method has a problem when multiple sources give conflicting
information: for instance, if three sources with a trustworthiness of 0.8 state ¬a,
and one source with a trustworthiness of 0.9 states a, their process will end with
a being believed, albeit with a low confidence (0.55). A more intuitive outcome of
this situation would be to believe ¬a: three trustworthy sources state that ¬a is
true, as opposed to one, slightly more trustworthy source, stating a. In order to
achieve this, a more principled approach to aggregating information from different
sources is required.

Thus the related works in this area are lacking a correct treatment of aggre-
gating the credibility of similar information from different sources, based on the
trustworthiness of the source. This problem has been studied in the area of in-
formation fusion, and a large number of approaches have been proposed to take
uncertainty into account explicitly (Dubois and Prade 1988; Jøsang 2002; Shafer
1976; Smarandache and Dezert 2005) when aggregating information from various
different, possibly conflicting, sources. Of these, subjective logic (Jøsang 2002)
stands out to us, because of its stochastic foundations (it is at its core a Bayesian
update function), and because of its elegant treatment of the various problematic
corner cases often used to illustrate faults in these theories (Jøsang 2012). Nev-
ertheless, Information Fusion methods do not deal with logical inconsistency of
different statements, and thus cannot be considered as full-fledged belief change
operators.

We propose to use subjective logic in a novel belief change operator. In this, we
follow the philosophy of Data-Oriented Belief Revision (Paglieri and Castelfranchi
2005), with two separate informational categories. An agent receives (large quan-
tities of) conflicting data, and a belief change operator is used to “persuade the
agent to believe” some set of this data over the rest. Our operator incorporates
subjective logic into an argumentation framework, so as to ensure the resulting
beliefs are consistent. The reason for using an argumentation framework is that
it is a logical framework that is designed to deal with contentious information:
it allows for inconsistent input, models the conflicts, and provides a method for
resolving them. The number of abstract argumentation frameworks has exploded
since the idea was first proposed (Dung 1995). We choose to base our framework on
the abstract argumentation framework of Amgoud and Vesic (2014). We choose
this because the framework is concise and simple, yet unlike Dung’s original frame-
work (Dung 1995), it allows for the explicit treatment of a preference ordering over
arguments, which allows us to represent the credibility of arguments. There are
other abstract argumentation frameworks that take preferences into account, such
as those proposed by Amgoud and Cayrol (1998) and Bench-Capon (2003), how-
ever Amgoud and Vesic point out a number of flaws in how these frameworks deal
with preferences; for our case in particular, it is important that if an argument A
attacks argument B, but B is preferred over A that not only is B not defeated, but
the attack relation is reversed, a property of the framework we chose, but not of
any other preference-based argumentation framework. This is important, because
other frameworks can result in sets of arguments that are not conflict-free being
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admissible. Due to the way we construct arguments, conflicting arguments being
admitted will result in a logically inconsistent belief set; whereas it is trivial to
prove that if the admissible set of arguments is conflict-free, the set is logically
consistent. Because beliefs being logically consistent is a strongly desirable prop-
erty of a belief revision operator, it is important to use the right argumentation
framework.

3 Preliminaries

Before we present our belief change operator, we summarize the theories that we
use for its definition: subjective logic, and Vesic and Amgoud’s argumentation
framework.

3.1 Subjective logic

Subjective logic is a type of probabilistic logic that explicitly takes uncertainty
and belief ownership into account (Jøsang 2002, 2012). Subjective logic is defined
both for the binomial and the multinomial case. In our case the binomial case is
sufficient, but the extension to a multinomial belief function is trivial.

Definition 1 (Binomial opinion)

Let ϕ be a proposition. Agent A’s binomial opinion about the truth of ϕ is the
tuple ωAϕ = (b, d, u, a), where b is the degree of belief that ϕ is true, d the degree
of belief that ϕ is false, u the uncertainty about the probability of ϕ, and a the
prior probability of ϕ in the absence of information. These components satisfy the
conditions that b, d, u, a ∈ [0, 1] and b + d + u = 1. Furthermore, the expected

value, or agent A’s degree of certainty in the truth of ϕ is: p(ωAϕ ) = b+ a · u.

Jøsang et al. provide two fusion operators for binomial opinions of this kind:
cumulative and averaging fusion. The latter is intended for situations where the
observations are dependent. The former is useful when different observations (or
opinions) are independent, and thus it is what is needed in our work.

Definition 2 (Cumulative fusion)

Let ϕ be a proposition and ωAϕ = (bA, dA, uA, aA) and ωBϕ = (bB , dB , uB , aB) be
two different opinions about ϕ. The cumulative opinion

ωA⊕Bϕ = (bA⊕B , dA⊕B , uA⊕B , aA⊕B)

is computed as:
If uA 6= 0 or uB 6= 0:

bA⊕B =
bAuB + bBuA

uA + uB − uAuB
dA⊕B =

dAuB + dBuA

uA + uB − uAuB

uA⊕B =
uAuB

uA + uB − uAuB
aA⊕B =

aAuB + aBuA − (aA + aB)uAuB

uA + uB − 2uAuB

Elsewise, in which case both uA = 0 and uB = 0, a different formula is used
that deals with crisp beliefs (those without any uncertainty). For the details we
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refer to (Jøsang 2012). The cumulative fusion operator is commutative, idempotent
and associative.

Finally, we need to define how to aggregate opinions over a conjunction of
different propositions; this will also be needed in our belief change operator.

Definition 3 (Conjunction of opinions)

Let ϕ,ψ be proposition and ωϕ = (bϕ, dϕ, uϕ, aϕ) and ωψ = (bψ, dψ, uψ, aψ) be an
agent’s opinion regarding them. The conjunctive opinion

ωϕ ∧© ωψ = ωϕ∧ψ = (bϕ∧ψ, dϕ∧ψ, uϕ∧ψ, aϕ∧ψ)

is computed as follows:

bϕ∧ψ = bϕbψ +
(1− aϕ)aψbϕuψ + aϕ(1− aψ)bψuϕ

1− aϕaψ
dϕ∧ψ = dϕ + dψ − dϕdψ

uϕ∧ψ = uϕuψ +
(1− aψ)bϕuψ + (1− aϕ)bψuϕ

1− aϕaψ
aϕ∧ψ = aϕaψ

For the justification and properties of these operators we refer to the original
works (Jøsang 2002, 2012).

3.2 Rich preference-based argumentation framework

We now give a very brief overview of Amgoud and Vesic’s rich preference-based
argumentation. We repeat definitions from the original works, but assume the
reader has a basic knowledge of argumentation theory.

Definition 4 (Preference-based argumentation framework)

A preference-based argumentation framework is a triplet 〈A,R,�〉 where A is a
set of arguments, R is a binary relation between arguments A, such that ARB
means that A attacks B, and � is a pre-order of arguments A such that A � B

means that A is preferred over B.

Given a preference-based argumentation framework, a rich argumentation frame-
work can be defined as follows:

Definition 5 (Rich preference-based argumentation framework)

Given a preference-based argumentation framework 〈A,R,�〉, the rich preference-
based argumentation framework is defined as 〈A,Rr〉 where Rr = {(a, b)| (a, b) ∈
R ∧ a � b} ∪ {(b, a)| (a, b) ∈ R ∧ b � a}.

In other words, if an argument a attacks argument b, but b is strictly pre-
ferred over a, then the relation is inverted in the rich framework. In Amgoud and
Vesic’s work, the rich preference-based argumentation framework is more complex
than this: they also show how the preference relation gives rise to a refinement
relation between extensions of the argumentation framework. However, this is not
necessary for our work. We choose to adopt skeptic semantics with regards to the
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acceptability of arguments, but note that in most cases, there will only be a single
stable extension, as proved in property 5 of (Amgoud and Vesic 2014). We elabo-
rate on this, and on how exactly the preference ordering is computed in the next
section.

Definition 6 (Stable extensions)

Let 〈A,Rr〉 be a rich preference-based argumentation framework. E ⊆ A is a stable
extension iff it is conflict free (@a, b ∈ E : aRrb) and attacks any argument in A−E
(∀b ∈ A− E : ∃a ∈ E : aRrb).

4 Proposed Belief Revision Operator

Our proposed approach for dealing with untrustworthy information is to update an
agent’s beliefs using Data-Oriented Belief Revision Operator, that uses trust, sub-
jective logic and argumentation to compute an agent’s beliefs based upon received
information. First we give the formal specification of this operator, and describe
the intuitions behind it, and second we provide details on how the operator can
be implemented.

4.1 Specification

In order to decide what to believe, all non-prioritized belief change operators per-
form three steps:

1. Collect information, potentially from multiple sources, with associated trust-
worthiness.

2. Aggregate the information in some form.
3. Decide (select) what information to believe.

Mostly, these steps are considered individually, with work in the fields of knowl-
edge acquisition and computational trust providing ways of performing step (1),
whereas information fusion operators provide methods for step (2). Work on belief
revision operators focuses mostly on step (3). In contrast, we propose a method
that integrates steps (1) and (2) into the belief revision process. For this, we ar-
gue that a trust model should be used to assess the trustworthiness of a source,
and use this to assess the credibility of the information received. Our model is
agnostic to the specifics of the trust model, and we henceforth assume that it has
been applied, and the trustworthiness of each individual source is known. Follow-
ing a common assumption in the literature, we assume that the credibility of a
communicated message is equal to the trustworthiness of the sender. In theory,
our model is mostly agnostic to the underlying logic: we require strong negation
to compute opinions in subjective logic (see below), and we require the logic to
be sound and complete. For instance, a first-order logic, or some description logics
could be used instead of the proposition logic that we use in the remainder of this
work. However, in practice, the complexity of using an argumentation framework
with a richer logic may lead to computational intractability.

Step (1) thus results in a multiset I, defined such that for any proposition
ϕ, communicated by a sender with trustworthiness v, (ϕ, v) ∈ I. Note that for a
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single proposition ϕ we may have multiple entries in I, and even exact duplicates.
Furthermore, we may have entries for its negation, ¬ϕ as well. Moreover, we define
the set of propositions P = {ϕ|(ψ, v) ∈ I ∧ ϕ ≡ ψ}. In other words, P contains a
single representation for a proposition and all equivalent propositions that have
been communicated.

In step (2) we compute the trustworthiness of each proposition ϕ ∈ P, by
aggregating together the information from different sources. For any proposition
ϕ ∈ P, let O+

ϕ = {(v, 0, (1 − v), aϕ)|∀v : (ψ, v) ∈ I ∧ ϕ ≡ ψ} and O−ϕ = {(0, v, (1 −
v), aϕ)|∀v : (ψ, v) ∈ I ∧ ϕ ≡ ¬ψ}, where the prior probability aϕ is specified by
the designer; e.g. if unknown or unimportant a value of 0.5 can be chosen, but if
known it can be specified appropriately. We specify

ωO
+∪O−

ϕ = ω1 ⊕ ω2 ⊕ · · · ⊕ ωn

with ω1, . . . ωn ∈ O+
ϕ ∪ O−ϕ , and ⊕ the cumulative fusion operator as defined above.

Note that if (b, d, u, a) is the fused opinion of ϕ, then (d, b, u, a) is the fused opinion
of ¬ϕ. We use the cumulative fusion operator because we are fusing differing
opinions of a single propositions together.

As an example of this process, let us flesh out our example from the related
work section, with four different sources (here, cars). Car A, with trustworthiness
0.9, reports that the road is clear, while cars B, C and D, all with trustworthiness
0.8, report that the road is not clear (congested). In this case, the fused opinion
ωA⊕B⊕C⊕Dclear = (0.406, 0.549, 0.045, 0.5), assuming the prior knowledge about the
road is 0.5. Similarly, we could compute the fused opinion for ¬clear and obtain
ωA⊕B⊕C⊕D¬clear = (0.549, 0.406, 0.045, 0.5).

Now in step (3) we map the arguments.

Definition 7 (Arguments)

Let P be the propositions from step (1), and |= the entailment relationship of
propositional logic. The set A is the set of all arguments that can be generated from
P such that (H,h) ∈ A iff H ⊆ P and H |= h, and additionally ∀H ′ ⊂ H : H ′ 6|= h.

Note that this is the theoretical set of arguments. In practice, a far more prag-
matic approach will be required to keep the problem tractable. Thus instead of
starting from P and computing all possible arguments, a practical solution will
start from the set of interesting information (for instance, information necessary
to achieve an agent’s desires) and construct all arguments from P with respect to
this information. This will result in a belief base, instead of a belief set, as would
be the case if all possible arguments based on P were to be taken into account.

Definition 8 (Undercut and rebuttal)

An argument (H,h) ∈ A attacks (H ′, h′) ∈ A iff either:

– ∃Φ ⊆ H ′ : Φ ∪ {h} |= ⊥, known as an undercut attack.
– {h, h′} |= ⊥, known as a rebuttal attack.

If an argument A undercuts or rebuts A′ then ARA′.

Continuing our example, we construct two arguments about the state of the
road: α = ({clear}, clear) and β = ({¬clear},¬clear). These two arguments at-
tack each other: they both rebut the other argument, and thus we have R =
{(α, β), (β, α)}.
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So far, the arguments do not take into account the trust in the underlying com-
munication, or the binomial opinions based on this trust as computed in step (2).
The trustworthiness of information is represented in the preference ordering over
the arguments. Because we are fusing opinions of different propositions together,
we use the conjunctive fusion operator. We thus define the preference order of an
argument as follows:

Definition 9 (Preference ordering)

For an argument A ∈ A with support H, we define its level as the expected value
of the conjunctive opinion over all propositions in H.

Let H = {ϕ1, ϕ2, . . . , ϕn}, then we define

ω∧H = (b∧H , d∧H , u∧H , a∧H) = ωϕ1 ∧© ωϕ2 ∧© · · · ∧© ωϕn

The level of argument A is thus level(A) = p(ω∧H) = b∧H + u∧Ha∧H .

We define the preference relation as follows: let A,B ∈ A, then A � B iff
level(A) ≥ level(B).

An argument framework for our belief change operator is thus a tuple 〈 A, R, � 〉
with A,R and � as previously defined. Given such an argument framework, the
rich argument framework can be constructed. It is easy to prove that there will
only be more than one stable extension if multiple conflicting arguments have the
exact same credibility. In practice, this should hardly ever occur, but if it does, we
argue that a skeptic approach should be taken: only accept those arguments that
are in all stable extensions, which in general will lead to rejecting all of the mu-
tually conflicting arguments. Intuitively this makes sense, because there is no way
for an agent to consistently decide between equally credible conflicting arguments.

This final step results in a set B, the beliefs of the agent, defined as the union of
the conclusions of all the skeptically accepted arguments in the stable extensions
of 〈 A, R, � 〉.

Demonstrating the argumentation in our example, we see that level(α) =
0.406 + 0.045 ∗ 0.5 = 0.43. Similarly, level(β) = 0.57, and thus β � α. This re-
sults in the repaired attack relation Rr = {(β, α)}, and the framework has a single
stable extension: {β}. ¬clear is the conclusion of argument β, and thus we have
the resulting belief base: {¬clear}. The agent thus believes the road is congested.
Contrast this with the original resolution of the same scenario described in Section
2, using Pereira et al.’s operator, which resulted in the agent believing a, or in our
traffic example, that the road is clear.

As discussed in further depth by Falappa et al. (2009), argumentation-based
revision is not easily considered in any of the non-prioritized postulate systems
for belief revision. It is easy to show that our framework does not fit well with
either of the main approaches expansion + consolidation or decision + revision. It is
our belief that our proposed operator is best described by what Hansson (1999a)
calls an integrated choice operator. However, it is ongoing work to define a set of
postulates for this class of operators. There clearly is a set of governing principles,
both for our operator, and for other data-based revision methods (Paglieri and
Castelfranchi 2005). For starters, we maintain consistency of the agent’s beliefs
after revision.

https://www.researchgate.net/publication/221292852_Revising_Beliefs_Through_Arguments_Bridging_the_Gap_Between_Argumentation_and_Belief_Revision_in_MAS?el=1_x_8&enrichId=rgreq-f2185d17f5212ea9db5d7a3caa4761a2-XXX&enrichSource=Y292ZXJQYWdlOzMwNTc5NTUyOTtBUzozOTE0OTk4NDcwOTQyODBAMTQ3MDM1MjI0NTU2OQ==
https://www.researchgate.net/publication/221292852_Revising_Beliefs_Through_Arguments_Bridging_the_Gap_Between_Argumentation_and_Belief_Revision_in_MAS?el=1_x_8&enrichId=rgreq-f2185d17f5212ea9db5d7a3caa4761a2-XXX&enrichSource=Y292ZXJQYWdlOzMwNTc5NTUyOTtBUzozOTE0OTk4NDcwOTQyODBAMTQ3MDM1MjI0NTU2OQ==
https://www.researchgate.net/publication/226618387_Belief_Revision_and_Argumentation_Theory?el=1_x_8&enrichId=rgreq-f2185d17f5212ea9db5d7a3caa4761a2-XXX&enrichSource=Y292ZXJQYWdlOzMwNTc5NTUyOTtBUzozOTE0OTk4NDcwOTQyODBAMTQ3MDM1MjI0NTU2OQ==


How to evaluate information from untrustworthy sources 9

4.2 Implementation

Let X be a set of agents. Any y ∈ X can send a proposition ϕ to other agents in
X . When x receives proposition ϕ from agent y, x updates its information base
I′ = I∪{〈ϕ, y, t〉}, where t is the time at which the information was received. With
this, x can compute the trustworthiness v of this individual message, using its com-
putational trust model to compute the trustworthiness of source y, as we proposed.
Whenever the agent’s reasoning system requires a piece of information, the belief
revision process is run, as described in the previous section. This is implemented
as in Algorithm 1. The complexity of this algorithm is largely dependent on the
choice of what arguments are constructed from an information base, using the
constructargs method. The choice for this method is domain dependent. We will
see in the next section that we construct 8 arguments from 8 propositions, however
in a more general case this may be more complex. This is especially the case if
the underlying logic is a predicate logic instead of a propositional one. In the most
general case, the number of arguments is combinatorial (or worse) in the size of I.
However, in practice, this does not seem to occur. If we start from a given set of
arguments A of size m, and an information base I of size n, the complexity of the
Algorithm 1 is O((n+m)2). Nevertheless, this also does not take into account the
computation of the stable extensions of an argumentation framework on line 24,
for which we refer to the literature on argumentation. One popular method is to
use reinstatement labelling (Caminada 2006). Nevertheless, this problem has been
shown to be co-NP-complete (Dunne and Wooldridge 2009) in the worst case. This
is expected, as belief revision, in general, is either NP-complete or co-NP-complete,
depending on the exact problem specification.

The method trust for computing the trustworthiness of an agent in a given
trust model, is domain dependent (just as constructargs is). For the experimental
scenario we describe these methods in the next section. For ways of computing
the stable extensions of an argumentation framework (stable), we refer to the
literature on argumentation.

The proof that Algorithm 1 is a correct implementation of the belief revision
operator described in the previous section is trivial, when realizing that line 11
applies the cumulative fusion operator of Definition 2 to every proposition that
is stored in the agent’s information base I, and subsequently lines 12–17 apply
the conjunctive operator of Definition 3 to attain the confidence in an argument,
needed to construct the preference ordering of Definition 9. Subsequently, the
algorithm iterates over all arguments in A and constructs the attack relations (on
lines 22 and 23) as defined in Definitions 5 and 8. Finally, on line 24 the skeptically
accepted arguments of stable extensions of the argument framework are computed
and returned as the agent’s belief base.

In addition to our own operator, we implemented two other belief revision
operators. The first does not use trust; the second is an implementation of Pereira
et al.’s operator:

Without trust The strength of a proposition is simply equal to the number of
sources communicating it. An argument’s level is equal to the minimum strength
of the propositions in the support. For instance, if ten sources say a and six sources
say b, then level(({a, b}, a ∧ b)) = 6. Other than that, it works the same as the full
belief change operator above.

https://www.researchgate.net/publication/221176705_On_the_Issue_of_Reinstatement_in_Argumentation?el=1_x_8&enrichId=rgreq-f2185d17f5212ea9db5d7a3caa4761a2-XXX&enrichSource=Y292ZXJQYWdlOzMwNTc5NTUyOTtBUzozOTE0OTk4NDcwOTQyODBAMTQ3MDM1MjI0NTU2OQ==
https://www.researchgate.net/publication/226808352_Complexity_of_Abstract_Argumentation?el=1_x_8&enrichId=rgreq-f2185d17f5212ea9db5d7a3caa4761a2-XXX&enrichSource=Y292ZXJQYWdlOzMwNTc5NTUyOTtBUzozOTE0OTk4NDcwOTQyODBAMTQ3MDM1MjI0NTU2OQ==
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Algorithm 1: Belief revision algorithm

Data: trust (a computational trust model), I (agent’s information base)
Result: B: the agent’s beliefs

1 A := constructargs(I)
2 Φ := {ϕ | ∃y, t′ : 〈ϕ, y, t′〉 ∈ I ∨ 〈¬ϕ, y, t′〉 ∈ I}
3 for ϕ ∈ Φ do
4 BinTrust := []

5 for 〈ψ, y, t′〉 ∈ I do
6 v := trust(y)
7 case ψ = ϕ do
8 BinTrust.append((v, 0, 1 - v, aϕ))

9 case ψ = ¬ϕ do
10 BinTrust.append((0, v, 1 - v, 1 - aϕ))

11 (b, d, u, a) :=
⊕

BinTrust
12 for (A,α) ∈ A such that ϕ ∈ A ∨ ¬ϕ ∈ A do
13 let c = confidence(A) in
14 if c = None then
15 confidence(A) := (b, d, u, a)

16 else
17 confidence(A) := c ∧© (b, d, u, a)

18 R := ∅
19 for (A,α) ∈ A do
20 for (B, β) ∈ A− {(A,α)} do
21 let (bA, dA, uA, aA) = confidence(A) and (bB , dB , uB , aB) = confidence(B) in
22 if (({α, β} |= ⊥) ∨ ({α} ∪ B |= ⊥))

∧ bA + uAaA ≥ bB + uBaB then
23 R := R∪ ((A,α), (B, β))

24 B := {α|(A,α) ∈
⋂

stable(A,R)}

Pereira et al.’s operator Briefly speaking Pereira et al.’s operator relies on a fuzzy
reinstatement labeling algorithm to compute the confidence of the final arguments.
This is implemented in an iterative process computing the following equation (Eq.
7 in the original work): αt+1(A) = 1

2αt(A) + 1
2min{L(A), 1 − maxB:BRAαt(B)},

where αt(A) is the confidence in argument A in iteration t and L(A) is the initial
confidence value assigned to the argument at t = 0. Their framework differs from
ours in that they assume sources communicate arguments, rather than statements,
and L(A) is simply the trustworthiness of the most trustworthy source that com-
municated argument A. This equation is computed for all the arguments in A, and
they prove it converges. Their method for subsequently choosing what arguments
to believe relies on a possibilistic interpretation of this confidence value, but in our
experiment scenario this is the same as using the confidence α in an argument as
its level and proceeding with the argumentation framework introduced before.

5 Experimental scenario and results

To compare the performance of the three methods, experiments were performed,
in which we simulate communication in a real road scenario. We use Netlogo
(Wilenski 1999) to model and simulate this scenario, and we describe the model
and simulation below.
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Fig. 1 Map of city C, with alternatives from G to U.

5.1 Agent-based Traffic Model

The model consists of a road network, as seen in Figure 1, with two alternative
paths, GPU and GSU, to connect location G to U. The travel time along each path
is dependent on the traffic volume along these roads, and computed according to
the fundamental diagram of traffic flow (Greenshields 1935). The set of driver
agents commuting from G to U are denoted with X . These agents represent cars
that can decide for themselves which of the two edges to pick to go from G to U.
There are many other drivers that make up the environment, but since these are
not going from G to U, they are treated as background traffic. However, they do
influence the travel time along the paths, and thus the travel time of the agents
in X . There are three different classes of agents: private drivers, professional drivers
and authority drivers, and every agent belongs to exactly one class. These different
classes are used to initialize the simulation with heterogeneous behaviours, and
they play a part in the trust model. However, other than that, all agents function
in the same manner.

The simulation runs for 100 iterations. In each iteration, an agent decides,
based on its beliefs about the state of the roads, to drive along either GSU or GPU.
Both paths present problems. GSU has more traffic, and is generally congested.
GPU is a peripheral path, and although the distance is shorter, it is an area that
the majority of users assume to be poor and dangerous. Although this is not true,
most people are not comfortable taking this path and thus GSU is congested while
GPU is clear. In case a collaborative traffic system is used, our belief operator can
make agents in X decide to travel along GPU. This is a challenge, however, when
an agent receives conflicting information, especially about the dangerousness of P.

It is reasonable to assume that not all agents communicate and that not all
have access to the same information. Furthermore, in traffic scenarios, storing
trust values for each individual agent does not make sense because drivers seldom
meet again. However, agents can be grouped into classes of sources, and a trust-
worthiness can then be associated with an entire class (this is sometimes called
stereotyping (Burnett et al. 2010)). This is not far from what happens in reality:
as decision-makers in traffic, we often associate different levels of trustworthiness
to different classes of actors, such as taxi drivers, trucks or traffic police. This
influences the confidence we have on information coming from these sources.

https://www.researchgate.net/publication/221456751_Bootstrapping_trust_evaluations_through_stereotypes?el=1_x_8&enrichId=rgreq-f2185d17f5212ea9db5d7a3caa4761a2-XXX&enrichSource=Y292ZXJQYWdlOzMwNTc5NTUyOTtBUzozOTE0OTk4NDcwOTQyODBAMTQ3MDM1MjI0NTU2OQ==
https://www.researchgate.net/publication/238167476_A_study_of_traffic_capacity?el=1_x_8&enrichId=rgreq-f2185d17f5212ea9db5d7a3caa4761a2-XXX&enrichSource=Y292ZXJQYWdlOzMwNTc5NTUyOTtBUzozOTE0OTk4NDcwOTQyODBAMTQ3MDM1MjI0NTU2OQ==
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A: ({cS,¬cP,¬dP, cS ∧ ¬cP ∧ ¬dP → ¬bS},¬bS)
B: ({dP, dP → bS}, bS) C: ({cP}, cP ) D: ({¬cP},¬cP )
E: ({¬cS},¬cS) F: ({cS}, cS) G: ({dP}, dP ) H: ({¬dP},¬dP )

Fig. 2 Arguments (nodes) generated by the driver agents and the attack relations (arrows)
between them.

These classes are used to refine the trust model that we adapt from (Koster
et al. 2013), a simple trust model that is specifically designed for communication
in traffic. The trust in a class of sources, and thus for any individual member of
that class, is simply the expected likelihood that communication from members
of that class is truthful, conditioned upon the past messages received from all
members of that group. This is, to summarize very briefly the statistical model

behind it, computed by the formula: Trust(C) = |Truthful(C)|+1
|Total(C)|+2

, where C is a

class of agents, Truthful(C) the set of truthful messages received from members
of class C, and Total(C) the set of all messages, both truthful and untruthful.

The agents base their decision of which road to take on their beliefs regarding
three propositions: cP , cS and dP , representing the congested state of the paths
through P and S, and whether P is dangerous or not. The initial binomial opin-
ions in these propositions are (0, 0, 1, 0.5) for the first two, because we assume
agents have no a priori knowledge about the traffic situation on either path, and
(0, 0, 1, ad) for the last one. The value ad is the level of discomfort a driver has
with taking the peripheral path P, and we model this as the a priori confidence
that he has in the belief that the road is dangerous. For each agent, the value of
ad is chosen from a normal distribution with tunable parameters.

These propositions are combined with a number of rules, to decide which of
the two paths are best. In particular, the following strict rules are used. A strict
rule is simply a predicate with binomial opinion (1, 0, 0, 1). The set of strict rules
are: dP → bS and ¬cP ∧ cS ∧ ¬dP → ¬bS. bS represents that S is the best path.
The driver will pick S if bS, P if ¬bS and will pick at random if the reasoning is
inconclusive about what route is best.

In Figure 2 we graph the resulting argumentation framework. Here we see both
types of attack, undercut and rebuttal. Argument A rebuts argument B, and vice
versa, because bS ∧ ¬bS |= ⊥. This results in two attack relations being added
and thus two arrows in the graph; one each way. However, for undercut attacks
there is only one arrow. Argument C undercuts argument A, because ¬cP is in the
support of argument A, and {cP,¬cP} |= ⊥ means that C undercuts A. However,
there is no attack the other way, because the conclusion of argument A does
not contradict anything in argument C. Nevertheless, the preferences can cause
these attacks (and thus arrows) to flip directions, when the rich preference-based
argument framework is computed.

We initialize our NetLogo model with 13,000 non-agent cars driving along
GSU, and 1,000 cars driving along GPU, which causes GSU to be congested, and

https://www.researchgate.net/publication/269332113_Using_Trust_and_Possibilistic_Reasoning_to_Deal_with_Untrustworthy_Communication_in_VANETs?el=1_x_8&enrichId=rgreq-f2185d17f5212ea9db5d7a3caa4761a2-XXX&enrichSource=Y292ZXJQYWdlOzMwNTc5NTUyOTtBUzozOTE0OTk4NDcwOTQyODBAMTQ3MDM1MjI0NTU2OQ==
https://www.researchgate.net/publication/269332113_Using_Trust_and_Possibilistic_Reasoning_to_Deal_with_Untrustworthy_Communication_in_VANETs?el=1_x_8&enrichId=rgreq-f2185d17f5212ea9db5d7a3caa4761a2-XXX&enrichSource=Y292ZXJQYWdlOzMwNTc5NTUyOTtBUzozOTE0OTk4NDcwOTQyODBAMTQ3MDM1MjI0NTU2OQ==
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GPU to be clear. We run the simulation with 300 agents, of which 200 are private
drivers, 70 are professional drivers, and 30 are authority drivers. Moreover, we are
interested in a scenario where untrustworthy agents negatively affect the system.
Thus, we simulate what happens if liar agents misuse the communication channel
to disseminate false status of traffic conditions and/or false information about the
dangerousness of P. Liar agents always communicate the opposite of the truth. We
tuned the percentage of liar agents (per class) to ensure that a solution without
trust will fail to give correct results: in other words, an agent must necessarily
decide whether newer information is true. In those situations where we do not need
to discard information from untrustworthy sources, a prioritized belief revision
operator could be used. This is achieved with 20% of private, 30% of professional
and 5% of authority drivers lying. Moreover, the agents can use a sybil attack
to propagate their lies, as in Ben Sinai et al.’s work 2014. We emphasize that
these values are chosen to tune the scenario to test those situations where trust
and belief revision systems can make a system can make a difference. This means
that enough agents must lie, and these lies must have a meaningful impact on
the system. Our experiments investigate how different choices for belief revision
methods impact agents’ functioning in such systems.

Summarizing, the simulation is initialized and then runs for 100 iterations. In
each iteration the agents do the following:

1. Revise their beliefs according to the model used, and decide whether to drive
along GPU or GSU.

2. Receive the truthful situation of the path used (congestion and danger of that
path).

3. Compute trustworthiness of the three different agent classes based on the com-
munication in the previous iteration and the information from step 2.

4. If a communicative agent, broadcast a message (truthful or a lie, depending on
configuration). Selected agents receive messages. This is randomized at each
iteration.

For further details on the model, we have described it fully following the ODD
protocol (Grimm et al. 2006)1 in the work by Souza et al. (2015).

5.2 Results

In the simulation, agents repeatedly travel between G and U. Given the particular
parameters of the scenario, the best choice for every agent is to drive along P.

For the sake of comparing the role of different components of the model, several
cases were devised, as outlined in Table 1. Specifically, we see that cases 0–2

disregard discomfort with the periphery. In cases 0 and 3, all agents have perfect
information about traffic conditions on both routes. While this assumption is not
realistic, these cases serve as benchmark for comparing the belief revision operators
to.

As the performance measure of the experiments, we use the percentage of
agents in X that travel along path P, because since it is clear while S is congested,

1 The ODD protocol was designed to standardize the method for describing Agent-Based
Models in order to facilitate understanding and duplication, and thus solves a number of the
problems existing in simply sharing a code base.

https://www.researchgate.net/publication/305851745_Technical_description_of_an_agent-based_model_for_testing_the_effect_of_communication_trust_and_belief_revision_methods_in_a_collaborative_traffic_scenario?el=1_x_8&enrichId=rgreq-f2185d17f5212ea9db5d7a3caa4761a2-XXX&enrichSource=Y292ZXJQYWdlOzMwNTc5NTUyOTtBUzozOTE0OTk4NDcwOTQyODBAMTQ3MDM1MjI0NTU2OQ==
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Case (a) (b) (c) (d)
0

√
- - -

1 - - - -
2 - -

√
-

3
√ √

- -
4 -

√
- -

5 -
√ √

-
6 -

√ √ √

Table 1 Simulation cases — (a) agents have complete information on congestion; (b) discom-
fort is considered; (c) liar agents; (d) dangerousness of P is communicated.

the traffic from G to U is better off using P. Each experiment was repeated 100
times; Table 2 shows the mean of these runs. The variance in some of the results
is due to a subset of agents choosing their route randomly.

In case 0, all agents have perfect information and choose P. In case 1, with only
true information being communicated, all methods obtain the optimal output.

Case 2 is the first interesting case, with false information causing the simple
majority rule to fail: because of the way we chose the parameters, a very slight
majority of the information received will be false, and thus the system breaks down.
This case also uncovers an interesting shortcoming of Pereira et al.’s model, which
is that if multiple equally trustworthy agents communicate conflicting information,
then they believe neither.

This causes the model to choose randomly between the routes. Our model, on
the other hand, combines the majority rule and the trust in the subjective logic
operator and reaches the correct conclusion: P is clear.

When we add a discomfort level ad (an a priori confidence in the belief that the
periphery is dangerous), we see that things are worse still. In case 3 agents have
perfect knowledge about the congestion on both routes, but not about the danger
level. Only 15% of the agents believe P is not dangerous. Case 3 is a baseline
for cases 4, 5 and 6. In case 4 as in case 1, with truthful communication about
congestion, all methods converge to the baseline value. Also as expected, case 5

follows a similar pattern as case 2.
In case 6 we add communication, including liars, about the danger in P . Note

that, in addition to communicating about traffic, liar agents will (falsely) assert
that the peripheral route is dangerous. We firstly see that our approach manages
to correctly filter out the false information and eventually all agents learn that P is
not dangerous, and 100% of the agents choose P. Interestingly, the inverse happens
with Pereira et al.’s model: agents that initially believed P was not dangerous (the
15% of case 3 and 4 ) end up not knowing what to believe or even believing it is
dangerous.

6 Discussion

As we described at the start of the previous section, the experimental scenario
was tuned to demonstrate the interesting properties of our model. Nevertheless we
should mention that if we perform a grid search over the parameters there are no
situations that our model performs worse than either of the other methods; belief
revision ignoring trust and using Pereira et al.’s model. This result follows our
intuition: the use of the cumulative fusion operator has been shown to work well
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Case Operator % of agents Std dev
0 - 100 0
1 - 100 0
1 Pereira et al. 100 0
1 Our approach 100 0
2 - 0 0
2 Pereira et al. 50.1 2.81
2 Our approach 100 0

3 - 15.56 2.21
4 - 15.81 1.86
4 Pereira et al. 15.26 1.9
4 Our approach 15.72 1.9
5 - 0 0
5 Pereira et al. 7.75 1.36
5 Our approach 15.67 1.9
6 - 0 0
6 Pereira et al. 1.56 2.61
6 Our approach 100 0

Table 2 Percentage of agents in peripheral path P

in other domains with conflicting information: it takes both the numbers of reports
into account as well as the confidence in each of those reports. By only taking the
numbers (model without trust) or choosing the single data point with the highest
confidence (Pereira et al’s model), the other models discard information, however
that is not always wrong. There may be other application domains where lots of
low confidence data should be treated as noise and ignored (in which case picking
the maximum might work better than the cumulative fusion), or domains where
the confidence assigned to data points is meaningless noise, and ignoring trust
values is the best option. We believe such approaches are nevertheless suboptimal:
meaningless noise should ideally be filtered out before the belief revision phase,
where we only revise our beliefs based on meaningful information, in which case
the number of reports and the confidence in each of them should be aggregated in
a principled manner.

Another discussion point is whether operators like these should still be con-
sidered belief revision operators. Strictly speaking what we do, and what Pereira
et al. and other Data-oriented Belief Revision operators do, is to build a new be-
lief set from the information base every time we run the revision algorithm. This
is fundamentally different from traditional operators that follow the AGM pos-
tulates do: the inclusion postulate states that when revising a set K with p, the
result will be a subset of K∪{p}: in other words, no sentences need to be added to
K other than p. Our method, and in fact any DBR operator, can break even this
postulate: let our information base be I = {(b, 0.1), (b→ a, 1), (c, 0.5), (c→ ¬b, 1)}.
Following our algorithm, this results in a belief set: B = {c, c → ¬b,¬b}. How-
ever, if we revise with the new information (¬c, 0.9), we find that the resulting
belief set B′ = {¬c, b, b → a, a} is not a subset of B, we have suddenly adopted
beliefs a. Worse still, we can give similar examples that break vacuity. This seems
to indicate that the operator we are proposing is not rightly revision at all, but
rather something entirely different (we were questioned whether this should not be
called merging instead). Nevertheless, we believe that revision is the right term,
although it is definitely a different type of revision than has traditionally been
considered, and we add our voices to those of Paglieri and Castelfranchi in calling
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this type of operation Data-Oriented Belief Revision to separate it from traditional
approaches. We stick with revision, because while the mechanism and properties
of the operator are different, the operator still fulfills the goal of revising a single
agent’s beliefs based on newly received information. Belief merging, in contrast,
implies that there are two or more different sets of beliefs that need to be merged,
and its use in the literature refers mostly to aggregating the beliefs of a group of
agents (Pigozzi 2015); a different problem altogether.

7 Conclusion

In this work, we proposed a new belief change operator and evaluated it with a
comparison with the most similar operator from the literature. Here we need to
make two remarks. Firstly, in the direct comparison between Pereira et al. and
our approach, we uncover an unexpected property of their model. Due to choosing
the message with maximum trust, they rely heavily on the accuracy of the trust
model, and we suspect that this is one of the reasons for the bad performance in our
experiments. In contrast, by using techniques from the information fusion domain,
and pairing this with a more robust argumentation framework, our operator infers
the truth even with a rough group-based trust model that is only approximately
correct.

A second remark is that we tuned the scenario to display some specific charac-
teristics, mostly regarding the share of agents communicating falsehoods. We wish
to emphasize that in reality we can expect a larger majority of communication
to be truthful, but in a large open environment with potentially untrustworthy
agents, one must nevertheless be robust to this possibility and this rules out the
use of a naive majority-rule approach to choosing whom to trust.

In general, we show that our operator performs at least as well as the alterna-
tives and is more robust. Finally, when a small number of agents report the truth,
we show that our operator can allow other agents to quickly assimilate this knowl-
edge. We believe this is an important property that can help overcome another
problem in belief change in a social environment: false institutional memory (Eck
and Soh 2010). Exploring this is future work.
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2013.

B. D. Greenshields. A study of traffic capacity. In Proceedings of the 14th Annual Meeting of
the Highway Research Board, pages 448–481, 1935.

V. Grimm, U. Berger, F. Bastiansen, S. Eliassen, V. Ginot, J. Giske, J. Goss-Custard,
T. Grand, S. K. Heinz, G. Huse, et al. A standard protocol for describing individual-
based and agent-based models. Ecological modelling, 198(1):115–126, 2006.

S. O. Hansson. A Textbook of Belief Dynamics: Theory Change and Database Updating.
Springer, 1999a.

S. O. Hansson. A survey of non-prioritized belief revision. Erkenntnis, 50(2–3):413–427, 1999b.
D. Huang, X. Hong, and M. Gerla. Situation-aware trust architecture for vehicular networks.

Communications Magazine, IEEE, 48(11):128–135, 2010.
A. Jøsang. The consensus operator for combining beliefs. Artificial Intelligence, 141(1):157–

170, 2002.
A. Jøsang. Interpretation of fusion and hyper opinions in subjective logic. In 15th International

Conference on Information Fusion, pages 1225–1232, Singapore, 2012. IEEE.
A. Koster, A. G. B. Tettamanzi, A. L. C. Bazzan, and C. d. C. Pereira. Using trust and

possibilistic reasoning to deal with untrustworthy communication in vanets. In 16th IEEE
Annual Conference on Intelligent Transportation Systems, pages 2355–2360, The Hague,
The Netherlands, 2013. IEEE.
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